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Traffic offloading is crucial for reducing computing latency in distributed edge systems such as vehicle-to-

everything (V2X) networks, which use roadside units (RSUs) and access network mobile edge computing (AN-

MEC) with ML agents. Traffic offloading is part of the control plane problem, which requires fast decision-making 
in complex V2X systems. This study presents a novel ratio-based offloading strategy using the twin delayed 
deep deterministic policy gradient (TD3) algorithm to optimize offloading ratios in a two-tier V2X system, 
enabling computation at both RSUs and the edge. The offloading optimization covers both vertical and horizontal 
offloading, introducing a continuous search space that needs fast decision-making to accommodate fluctuating 
traffic in complex V2X systems. We developed a V2X environment to evaluate the performance of the offloading 
agent, incorporating latency models, state and action definitions, and reward structures. A comparative analysis 
with metaheuristic simulated annealing (SA) is conducted, and the impact of single versus multiple offloading 
agents with deployment options at a centralized central office (CO) is examined. Evaluation results indicate that 
TD3’s decision time is five orders of magnitude faster than SA. For 10 and 50 sites, SA takes 602 and 20,421 
seconds, respectively, while single-agent TD3 requires 4 to 24 milliseconds and multi-agent TD3 takes 1 to 3 
milliseconds. The average latency for SA ranges from 0.18 to 0.32 milliseconds, single-agent TD3 from 0.26 to 
0.5 milliseconds, and multi-agent TD3 from 0.22 to 0.45 milliseconds, demonstrating that TD3 approximates SA 
performance with initial training.

1. Introduction

Fifth generation (5G) networks facilitate the growth of intelligent 
transportation systems (ITS) with high capacity and low latency commu-

nication, enhancing transportation efficiency, safety, and comfort [1]. 
Vehicles, equipped with computing devices, communication tools, and 
embedded sensors, collect data for artificial intelligence (AI) agents 
with machine learning (ML) algorithms to perform ITS services. In 
services such as AI-assisted driving, collision detection, and vehicle 
platooning, vehicles interact with environmental entities, referred to 
as vehicle-to-everything (V2X), including scenarios such as vehicle-

to-vehicle (V2V), vehicle-to-pedestrian (V2P), vehicle-to-roadside unit 
(V2R), and vehicle-to-infrastructure (V2I) [2]. 3GPP Rel. 16 defines the 
first standard for V2X based on a 5G new radio (NR) air interface [3].

Vehicles have limited computing and energy resources but need to 
process enormous amounts of data for advanced driving and automa-
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tion. Offloading computationally intensive tasks to a cloud system can 
result in excessive propagation delays if vehicles are far from the central-

ized cloud. Network function virtualization (NFV) supports the flexible 
deployment of network and computing services closer to vehicles at lo-

cations such as roadside units (RSUs) and access network mobile edge 
computing (AN-MEC), which are ideal for latency-sensitive service pro-

cessing [4]. NFV is instrumental in managing both the control and data 
planes of the network: the control plane functions as the network’s brain, 
gathering information, abstracting network functionalities, and mak-

ing critical decisions, such as offloading; the data plane then executes 
these decisions by forwarding packets from input interfaces to desig-

nated outgoing interfaces, effectively managing the dynamic conditions 
of modern networked systems [5].

In this paper, we examine a two-tier architecture comprising RSU 
and AN-MEC. In congested road intersections, often hotspots of traffic, 
vehicles frequently offload tasks to nearby RSUs to efficiently manage 
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network load. To minimize computing latency, an overloaded RSU may 
offload tasks either horizontally to neighboring RSUs or vertically to AN-

MEC. Rapid offloading decisions are critical in these hotspot traffic areas 
and are managed by the RSU’s control plane, which determines both the 
offloading destination and volume, represented by the offloading ratio 
within a continuous action search space.

The ratio-based offloading within a continuous action search space 
highlights the limitations of traditional optimization methods, which 
involve extensive searches and often respond too slowly to dynamic 
traffic conditions, leading to outdated decisions. This is particularly 
problematic since the control plane’s latency requirements are usually 
less stringent, typically in the range of milliseconds [6]. ML methods, 
particularly reinforcement learning (RL), provide a more effective so-

lution by enabling suboptimal decisions in real time without the need 
for a fully optimal solution. RL is particularly advantageous in dynamic 
V2X environments where supervised learning is impractical due to the 
extensive and challenging data labeling required [7]. By learning di-

rectly from the environment, RL facilitates optimal offloading in V2X 
systems. It employs online learning and a trial-and-error phase, enabling 
the agent to quickly make initial decisions. These decisions are refined 
over time through continuous interaction with the environment, gradu-

ally approximating the optimal solution [8].

This study proposes an offloading strategy for a two-tier V2X sys-

tem, allowing computing at both the RSU and the edge through verti-

cal (RSU-to-AN-MEC) and horizontal (RSU-to-RSU and AN-MEC-to-AN-

MEC) offloading. Offloading decisions, which consider vehicle resource 
availability and energy, typically occur at the application level. How-

ever, this study treats offloading as a control plane issue that requires 
rapid decision-making in response to fluctuating traffic, such as hotspot 
traffic. We employ the twin delayed deep deterministic policy gradient 
(TD3) algorithm, which addresses continuous action space challenges 
and demonstrates superior performance compared to the deep determin-

istic policy gradient (DDPG), trust region policy optimization (TRPO) 
and soft actor-critic (SAC) algorithms [9]. TD3 is used to perform ratio-

based offloading, where the ratio determines both the destination and 
extent of offloading required. The main contributions and distinct fea-

tures of this paper are summarized as follows:

• Introduction of a novel RL-based, ratio-based offloading optimiza-

tion in a V2X system that efficiently manages both vertical and 
horizontal offloading. This optimization utilizes the TD3 algorithm 
within the network control plane, supported by a newly developed 
V2X testing environment that includes detailed latency models, 
state and action definitions, and a reward structure to assess of-

floading agent performance.

• Comprehensive comparative analysis of the TD3 with traditional 
optimization methods like simulated annealing (SA), focusing on 
key performance metrics such as decision and convergence times, 
decision quality, and the impacts of deploying single versus mul-

tiple offloading agents. This includes potential centralized deploy-

ment strategies to enhance coverage and operational efficiency.

The remainder of this paper is organized as follows. Section 2

presents the previous work on optimal ML-based offloading. Section 3
describes the V2X system, problem formulation, and latency models. 
Section 4 presents the solution algorithms, TD3 and SA, for ratio-based 
offloading. Section 5 describes the simulation environment and presents 
the numerical results. Section 6 concludes the paper.

2. Related work

This section reviews key approaches to offloading optimization in 
V2X systems, categorized into supervised learning, reinforcement learn-

ing, multi-agent reinforcement learning, advanced deep learning, and 
distributed optimization. We highlight the contributions, limitations, 
and differences from our work, see Table 1.

2.1. Supervised learning-based approaches

Supervised learning techniques have been employed for offload-

ing optimization in V2X systems, where labeled data are used to train 
models. Sonmez et al. [10] introduced a two-stage supervised learning 
approach. In the first stage, they used a supervised machine learning 
algorithm to classify which destination can handle incoming tasks with 
either success or failure. The second stage applied regression to estimate 
the processing time required. Bo Fan et al. [19] optimized traffic offload-

ing in vehicular networks with access points. Their goal was to maximize 
network throughput by adjusting offloading decisions. However, both 
approaches require substantial amounts of labeled data, which is ex-

pensive to collect in dynamic environments like V2X.

The dependency on labeled data in dynamic environments increases 
the cost and complexity of data collection, making it challenging for 
real-time and large-scale V2X systems.

2.2. Reinforcement learning (RL) approaches in V2X offloading

Reinforcement learning (RL) has emerged as a more flexible alter-

native to supervised learning in V2X systems, as it can learn the opti-

mal offloading strategies by directly interacting with the environment. 
Zhou et al. [11] proposed a vehicular fog network (VFN) with three 
offloading modes: V2V, Vehicle-RSU-Vehicle (V2R2V), and Pedestrian-

RSU-Vehicle (P2R2V). They utilized a multi-armed bandit (MAB)-based 
offloading approach, supported by supervised learning to predict vehi-

cle mobility. They also incorporated coded computing to divide tasks 
into multiple subtasks, leveraging fog resources.

Ke et al. [12] optimized the binary offloading decision for subtasks 
by balancing the trade-offs between energy consumption and latency. 
They developed an adaptive offloading algorithm using the deep deter-

ministic policy gradient (DDPG) method with Ornstein-Uhlenbeck noise, 
enhancing the exploration of action space. Shi et al. [13] addressed of-

floading and resource allocation in VFN, where vehicles could either 
process their tasks locally or offload them to nearby service vehicles. 
Their approach employed the soft actor-critic (SAC) algorithm to op-

timize resource utilization, making offloading decisions based on the 
available resources at the base station. Yang et al. [14] extended the of-

floading optimization to multi-hop vehicular networks, using DDPG to 
maximize computational throughput by gathering resources from mul-

tiple vehicles.

Khayyat et al. [17] applied deep Q-learning (DQN), using multiple 
deep neural networks (DNNs) to parallelize the offloading decision-

making process. Zhang et al. [18] combined the analytic hierarchical 
process (AHP) with Q-learning to optimize both offloading and re-

source allocation while minimizing system costs. Li et al. [39] proposed 
a location-aware offloading mechanism using DDPG, further integrat-

ing task partitioning and scheduling strategies to reduce computational 
complexity.

These works focus on offloading decisions made by vehicles and user 
equipment (UE), leaving other components of the V2X system, such as 
RSUs, underexplored, particularly in terms of network-level offloading 
and handling hotspot traffic.

2.3. Multi-agent reinforcement learning (MARL) approaches

Multi-agent reinforcement learning (MARL) has been applied to 
more decentralized V2X systems, where multiple agents (vehicles, RSUs) 
cooperate to optimize offloading decisions. Zhu et al. [40] introduced 
an aerial relay station (ARS) for Internet of Vehicles (IoV) networks, 
minimizing system latency by using a multi-agent RL algorithm in a cen-

tralized training and distributed execution (CTDE) framework. In their 
binary offloading scenario, each vehicle made offloading decisions in-

dependently of other vehicles in the network. However, they did not 
account for queuing latency or realistic vehicular traffic.
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Table 1
ML-based offloading optimization in V2X.

Paper

Agent Model Network Model 
Comparison with 
conventional optimization Problem Ratio-

based 
Online 
learning Approach Agent Objective Network target Constraint

Unknown 
parameter 

Performance Response 
time 

Control 
plane 

Mgmt. 
plane 

[10] 

X

X

UE

X

X

O

ML supervised 1 Minimize latency 𝑉 ↑ 𝐸, 𝑉 ↑ 𝐶 Resources User mobility 
[11] MAB-based 1 Minimize latency 𝑉 ↔ 𝑉 , 𝑉 ↑ 𝑅 ↓ 𝑉 ,

𝐷 ↑ 𝑅 ↓ 𝑉

Resources User mobility 

[12] DDPG-based 1 Minimize cost 𝑉 ↑ 𝐸 Resources Available resources 
[13] SAC 1 Maximize utility 𝑉 ↔ 𝑉 Resources Available resources 
[14] DDPG 1 Maximize 

throughput

𝑉 ↔ 𝑉 Resources Available resources 

[15] CDRO DRL-based 1 Minimize 
computation 
completion time

𝑈𝐸 ↑ 𝐸 Resources Available resources 

[16] DQN-based 1 Minimize latency 
and detection loss

𝑉 ↑ 𝐸, 𝐸 ↓ 𝑉 Resources Available resources 

[17] 
O

RL 1 Minimize latency 
and energy

𝑉 ↔ 𝑉 , 𝑉 ↑ 𝑅, 
𝑉 ↑ 𝐼

Resources Available resources 

[18] 
X

AHP + Q learning 1 Minimize Cost and 
Energy

𝑉 ↔ 𝑉 , 𝑉 ↑ 𝑅 Resources Available resources 

[19] 
Network X

DL 1 Maximize 
throughput

𝑉 ↔ 𝑉 , 𝑉 ↑ 𝑅 Latency Available resources 

[20] 

O

Quantum DRL-based 1 Minimize latency 𝑉 ↑ 𝑅, 𝑉 ↑ 𝐸 Resources Available resources 
[21] DDPG-based 1 Minimize latency 

and energy

𝑉 ↑ 𝐸, 𝐸 ↑ 𝐶 Latency Available resources 

[22] 
UE

DDPG-based 1 Minimize latency 
and energy

𝑉 ↑ 𝑅, 𝑅 ↑ 𝐸 Latency and 
resources

Available resources 

[23] O MADDPG-based n Minimize latency 𝑉 ↑ 𝑉 , 𝑉 ↑ 𝐼 , 𝑉 ↑ 𝐸 Resources Available resources 
[24] 

Network

DRL PPO n Minimize latency 𝑉 ↑ 𝑅, 𝑉 ↑ 𝐸 Transmis-

sion power

Available resources 

[25] 

O

KKT-based 1 Minimize latency 𝑉 ↑ 𝑅 Latency and 
resources

Available resources 

[26] DDPG-based PER 1 Minimize latency 
and energy

𝑉 ↑ 𝐸, 𝑉 ↑ 𝐶 Resources Available resources 

[27] Actor-Critic 1 Minimize latency 
and energy

𝑉 ↑ 𝐸 Latency and 
resources

Available resources 

[28] DDPG-based 1 Minimize latency 𝑉 ↑ 𝐸 Resources Available resources 
[29] MADDPG-based n Minimize latency 

and energy and 
rental price

𝑉 ↑ 𝑅, 𝑉 ↑ 𝐸 Latency Available resources 

[30] 

X

D4PG n Minimize latency 
and energy

𝑉 ↑ 𝑅, 𝑅 ↔ 𝑅 Latency and 
resources

Available resources 

[31] MARL C3O-based n Minimize latency 𝑉 ↔ 𝑉 , 𝑉 ↑ 𝑅 Latency Available resources 
[32] TD3-based DRL n Minimize latency 

and energy

𝑉 ↑ 𝑅, 𝑅↔ 𝑅, 
𝑅 ↓ 𝑉

Resources Available resources 

[33] UE X X MARL-based n Minimize latency 𝑉 ↔ 𝑉 , 𝑉 ↑ 𝑅, 
𝑅 ↔ 𝑅,

Latency Available resources 

[34] 

O

DQN-based 1 Maximize 
throughput

𝑉 ↑ 𝐸, 𝐸 ↔ 𝐸 Latency Available resources 

[35] MADDPG-based n Minimize latency 
and energy

𝑉 ↔ 𝑉 , 𝑉 ↑ 𝐸 Resources Available resources 

[36] 
O

DQN-based n Minimize latency 
and energy

𝑉 ↑ 𝐸, 𝐸 ↓ 𝑉 Resources Available resources 

[37] Stackelberg-MADDPG n Minimize latency 
and task costs

𝑉 ↔ 𝑉 , 𝑉 ↑ 𝐼 Resources Available resources 

[38] MAB-based 1 Minimize latency 𝑉 ↔ 𝑉 Latency Available resources 
[39] 

O

O

DDPG 1 Minimize latency 
and latency 
violation

𝑉 ↑ 𝑅, 𝑅 ↔ 𝑅 Resources Available resources 

[40] MADRL n Minimize latency 𝑉 ↑ 𝑅, 𝑅 ↔ 𝑅 Latency Available resources 
[41] MADDPG n Minimize latency 

and maximize 
reliability

𝑉 ↑ 𝑅, 𝑅↔ 𝑅, 
𝑅 ↓ 𝑉

Resources Available resources 

[42] 

X

X MA-GAC n Minimize latency 𝑉 ↔ 𝑉 , 𝑉 ↑ 𝑅 Resources Arrival traffic 
[43] X SMRL-MTO n Minimize latency 𝑉 ↑ 𝐸 Resources Arrival traffic 
[44] 

O

MADRL n Maximize utility 𝑉 ↔ 𝑉 , 𝑉 ↑ 𝐼 Latency Available resources 
[45] 

Network

MAB n Minimize latency 𝑉 ↑ 𝑅, 𝑉 ↑ 𝐸, 
𝑅 ↑ 𝐸

Resources Available resources 

[46] Distributed-TD3 n Minimize latency 
and energy

𝐸 ↔ 𝐸, 𝐸 ↓ 𝑉 Resources Arrival traffic 

Ours O O MARL (TD3) vs. 
optimization algorithm 1,n* Minimize latency 𝑉 ↑ 𝑅, 𝑅↔ 𝑅, 

𝑅 ↑ 𝐸

Latency Arrival traffic rate, 
Available resources 

The used notation: O = Yes, X = No, C = Cloud, D = Pedestrian Device, E = Edge, I = Infrastructure, R = RSU, V = Vehicle.
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Table 2
Notation definition for V2X with RSU architecture.

Category Notations Meaning Attribute 
Topology 𝑖 Set of RSU sites of each 𝑖th AN-MEC site, 𝑖 = 1,2,3, ...,𝑁 Input 

 Set of AN-MEC site,  = 1,2,3, ...,𝑀 Input 
𝑖,𝑗 Set of 𝑗th RSU’s neighbors within 𝑖th AN-MEC Input 
𝑑AA

𝑖1↔𝑖2
Distance between 𝑖1th AN-MEC and 𝑖2th AN-MEC site Input

Capacity 𝜇A
𝑖

Capacity of 𝑖th AN-MEC site Input 
𝜇R

𝑖,𝑗
Capacity of 𝑗th RSU site of 𝑖th AN-MEC site Input 

𝐵RA
𝑖,𝑗

Uplink bandwidth of 𝑗th RSU site to 𝑖th AN-MEC site Input 
𝐵AR

𝑖,𝑗
Down bandwidth from 𝑖th AN-MEC to 𝑗th RSU site Input 

𝐵RR
𝑖,𝑗↔𝑛

Bandwidth between 𝑗th RSU and 𝑚th RSU site Input 
𝐵VR

𝑖,𝑗
Uplink bandwidth at 𝑗th RSU of 𝑖th AN-MEC site Input 

𝐵RV
𝑖,𝑗

Downlink bandwidth at 𝑗th RSU of 𝑖th AN-MEC site Input

Traffic 𝜆𝑖,𝑗 Arrival task rate at 𝑗th RSU of 𝑖th AN-MEC site Input 
𝜆′

𝑖,𝑗
Response rate at 𝑗th RSU of 𝑖th AN-MEC site Input 

𝜆R
𝑖,𝑗

Traffic that is served at 𝑗th RSU site of 𝑖th AN-MEC Output 
𝜆A

𝑖
Traffic that is served at 𝑖th AN-MEC site Output

Delay 𝑙𝑖,𝑗 Average latency of arrival traffic at 𝑗th RSU of 𝑖th AN-MEC site Input 
𝑙 System average latency Input

Offloading 𝑃 R
𝑖,𝑗

Probability of arrival traffic being served at 𝑗th RSU of 𝑖th AN-MEC site Output 
𝑃 RR

𝑖,𝑗→𝑛
Probability of arrival traffic at 𝑗th RSU of 𝑖th AN-MEC site being offloaded to another 𝑛th RSU site at same AN-MEC Output 

𝑃 A
𝑖,𝑗

Probability of arrival traffic at 𝑗th RSU of 𝑖th AN-MEC site being offloaded to another 𝑖th AN-MEC site Output 
𝑃 AA

𝑖→𝑚,𝑗
Probability of arrival traffic at 𝑗th RSU of 𝑖th AN-MEC site being offloaded to another 𝑚th AN-MEC Output 

Cui et al. [41] proposed a collaborative edge computing scheme, for-

mulating the joint optimization of offloading, computation, and delivery 
as a Markov decision process (MDP). They employed a multi-agent deep 
deterministic policy gradient (MADDPG) algorithm to solve this prob-

lem, although they did not address task uncertainties where only one 
RSU could handle an offloaded task.

Wei et al. [42] focused on a multi-tier task offloading framework in 
vehicular fog computing (VFC) systems. They designed a multi-agent 
gated actor-critic (MA-GAC) approach to optimize the offloading pro-

cess in a distributed manner. Dai et al. [43] addressed multitask of-

floading (MTO) by designing a sequence-to-sequence (seq2seq)-based 
meta-reinforcement learning (meta-RL) algorithm. While their approach 
improved task offloading efficiency, it required enormous amounts of 
sampled data for training, leading to reduced sample efficiency. Haz-

arika et al. [44] designed a multi-agent RL algorithm to optimize task 
offloading and resource allocation in IoV systems. Their approach mini-

mized task completion time by employing vehicle-to-vehicle (V2V) and 
vehicle-to-infrastructure (V2I) offloading strategies.

Generally, MARL approaches suffer from high computational com-

plexity, resulting in slower execution times and limiting their effective-

ness for real-time V2X applications.

2.4. Advanced RL and DRL-based approaches

In more recent work, advanced RL and deep reinforcement learning 
(DRL) techniques have been proposed to optimize offloading in V2X sys-

tems. Qiu et al. [21] formulated an optimization problem to minimize 
total task latency and energy consumption in VEC systems, proposing a 
DDPG-based adaptive computation offloading and power allocation al-

gorithm (DDPG-ACOPA). Wu et al. [22] applied DDPG with a multi-head 
self-attention mechanism to minimize latency and energy consumption 
in multi-UAV multi-server MEC systems.

Hu et al. [23] explored integrated sensing and communication (ISAC) 
in V2X MEC networks, optimizing task offloading and resource alloca-

tion with a MADDPG-based approach. Cong et al. [24] used a proximal 
policy optimization (PPO) algorithm in multi-user multi-server vehicu-

lar networks to reduce system delay, complemented by a power allo-

cation algorithm for delay minimization. While these approaches offer 
improved offloading strategies, none of them address ratio-based or hor-

izontal task offloading mechanisms.

These studies do not incorporate ratio-based or horizontal offload-

ing, limiting their ability to efficiently balance loads between multiple 
RSUs or edge servers.

2.5. Optimization in distributed and cooperative systems

Several recent studies have focused on optimization of distributed 
task offloading in V2X environments. Wang et al. [27] developed a DQN-

based algorithm to optimize partial offloading, while Chen et al. [31] 
designed a competitive and cooperative computation offloading model 
(C3O) to minimize task processing delays in VEC networks. Their multi-

agent RL-based solution enables vehicles to cooperatively decide the 
optimal offloading policy based on network conditions.

Fan et al. [32] proposed a resource allocation scheme in VEC IoV 
scenarios, using a TD3-based DRL algorithm to minimize processing la-

tency and energy consumption. Hou et al. [33] introduced a hierarchical 
VFC system to optimize computational resource allocation, applying a 
counterfactual multi-agent RL algorithm. Ning et al. [34] considered 
joint task offloading and service migration in RIS-assisted VEC systems, 
proposing a DQN-based algorithm to maximize network throughput. Qin 
et al. [35] tackled the problem of air-ground vehicular cooperation by 
combining RSUs and UAVs to minimize delay and energy consumption 
using greedy and MADDPG algorithms.

These works overlook horizontal task offloading, which could further 
improve resource utilization and reduce latency by distributing tasks 
across multiple RSUs and edge servers.

This study introduces a novel approach that enables both horizontal 
and vertical ratio-based offloading within a continuous action space. We 
utilize the TD3 algorithm to effectively manage this offloading, focusing 
on optimizing task distribution to enhance response times and reduce 
the average delay encountered by arriving tasks.

3. V2X with RSU: system and problem formulation

This section describes the V2X architecture, problem formulation, 
and latency models. Table 2 provides notations used for problem for-

mulation and latency models.

3.1. V2X with RSU architecture

V2X communication is a key service within the 5G network ecosys-

tem, where vehicles are equipped with onboard units (OBUs) to exe-
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Fig. 1. V2X with RSU architecture. 

cute various applications. These OBUs communicate with other vehicles 
(V2V), infrastructure such as RSUs, and networks (V2N) including base 
stations [47]. Both RSUs and base stations, referred to in this study 
as RSUs and AN-MECs respectively, are equipped with computing re-

sources, enabling task offloading between them to avoid overloading 
any single computing site. This study considers a two-tier computing 
structure comprising RSUs and AN-MECs. In the upper tier, AN-MEC 
servers are placed in 5G base stations, which typically cover up to 30 
km, with the distance between base stations reaching up to 60 km [48]. 
In the bottom tier of the V2X system, vehicles linked to RSUs generate 
numerous tasks via sensors and applications.

The network control plane functions as an offloading agent, manag-

ing the distribution of tasks to prevent overload. NFV enables hosting 
the offloading agent either in a CO, which connects several base stations 
with AN-MEC, or collocated with a base station [49]. The first place-

ment represents a V2X system with a single offloading agent, while the 
latter represents a V2X system with multiple agents, each covering a 
smaller area, as shown in Fig. 1. In this study, the agent employs the 
TD3 algorithm, using environment information, including computing 
and communication capacities, to determine the optimal offloading ra-

tio that minimizes the average latency experienced by vehicles.

Vehicles can vertically offload tasks to a current-connected RSU to 
minimize computing latency. This offloading process is managed by ve-

hicle applications, considering their individual computing and energy 
resources, and is beyond the scope of the network control plane prob-

lem addressed in this paper. When an RSU becomes overloaded, it can 
offload tasks horizontally to its directly connected neighboring RSUs or 
vertically to an AN-MEC. Similarly, an overloaded AN-MEC can offload 
tasks horizontally to other AN-MECs. These offloading directions are il-
lustrated in Fig. 1.

3.2. Latency model

In the V2X-RSU system, traffic computation is offloaded to RSUs and 
AN-MECs to minimize latency and power consumption while utilizing 
abundant computing resources. RSUs extend edge functionalities to ve-

hicles, while AN-MECs augment RSU capabilities to handle high traffic 
volumes. The subsequent subsections detail four traffic directions.

1. RSU traffic: The RSU is the initial entity responsible for processing 
tasks upon vehicle arrival, encompassing RSU communication and 
computing latencies. The communication latency of an RSU is in-

fluenced by the uplink and downlink bandwidths, denoted by 𝐵VR
𝑖,𝑗

and 𝐵RV
𝑖,𝑗

respectively. The likelihood of traffic being processed by 
a receiving RSU is denoted as 𝑃 R

𝑖,𝑗
. If the number of generated tasks 

surpasses the RSU’s computing capacity, tasks can be offloaded to 
external computing resources at RSU neighbors or AN-MEC sites. 
The latency experienced by traffic served on the 𝑗th RSU connected 
to the 𝑖th AN-MEC is expressed as

𝑙R
𝑖,𝑗

= 1 
𝐵VR

𝑖,𝑗
− 𝜆𝑖,𝑗

+ 1 
𝜇R

𝑖,𝑗
− 𝜆R

𝑖,𝑗

+ 1 
𝐵RV

𝑖,𝑗
− 𝜆′

𝑖,𝑗

, (1)

where

𝜆R
𝑖,𝑗

=𝑃R
𝑖,𝑗

𝜆𝑖,𝑗 +
∑

𝑛∈𝑖,𝑗

𝑃RR
𝑖,𝑛→𝑗

𝜆𝑖,𝑛.

The aggregate traffic reaching the 𝑗th RSU, denoted as 𝜆R
𝑖,𝑗

, includes 
both vertically offloaded traffic from connected vehicles and hori-

zontally offloaded traffic from adjacent RSUs.

2. RSU neighbors’ traffic: when the receiving RSU becomes over-

loaded, with a probability of 𝑃RR
𝑖,𝑗→𝑛

, tasks are offloaded to RSU 
neighbors. This traffic involves communication latency at the RSU, 
computing latency at the 𝑛th RSU, and communication latency be-

tween the 𝑗th and 𝑛th RSUs. RSUs are interconnected via a gigabit 
wired link with maximum bandwidth 𝐵𝑅𝑅

𝑖,𝑗↔𝑛
. The latency experi-

enced by arrival traffic served at the 𝑛th RSU neighbor is formulated 
as

𝑙RR
𝑖,𝑗→𝑛

= 1 
𝐵VR

𝑖,𝑗
− 𝜆𝑖,𝑗

+ 1 
𝐵RR

𝑖,𝑗↔𝑛
− 𝑃RR

𝑖,𝑗→𝑛
𝜆𝑖,𝑗

+ 1 
𝜇R

𝑖,𝑛
− 𝜆R

𝑖,𝑛

+

1 
𝐵RR

𝑖,𝑗↔𝑛
− 𝑃RR

𝑖,𝑗→𝑛
𝜆′

𝑖,𝑗

+ 1 
𝐵VR

𝑖,𝑗
− 𝜆′

𝑖,𝑗

, (2)

where

𝜆R
𝑖,𝑛

=𝑃R
𝑖,𝑛

𝜆𝑖,𝑛 +
∑

𝑥∈𝑖,𝑛

𝑃RR
𝑖,𝑥→𝑛

𝜆𝑖,𝑥.

The total traffic arriving at the 𝑛th RSU, 𝜆R
𝑖,𝑛

, is composed of ver-

tically offloaded traffic from connected vehicles and horizontal of-

floaded traffic from vehicles in neighboring RSUs.

3. AN-MEC Traffic: hotspot traffic may overload some of the RSU sites, 
and some of the traffic can be offloaded to AN-MEC. Traffic from 
𝑗th RSU of 𝑖th AN-MEC has the probability of 𝑃A

𝑖,𝑗
being offloaded 

to the directly connected 𝑖th AN-MEC. Offloaded traffic latency to 
the directly connected 𝑖th AN-MEC site is calculated as RSU uplink-

downlink latency + uplink-downlink latency between the 𝑗th RSU 
and the 𝑖th AN-MEC + 𝑖th AN-MEC computing latency and is ex-

pressed as

𝑙A
𝑖,𝑗

= 1 
𝐵VR

𝑖,𝑗
− 𝜆𝑖,𝑗

+ 1 

𝐵RA
𝑖,𝑗

−
(
𝑃A

𝑖,𝑗
𝜆𝑖,𝑗 +

∑𝑀

𝑚
𝑃AA

𝑖→𝑚,𝑗
𝜆𝑖,𝑗

)+
1 

𝜇A
𝑖
− 𝜆A

𝑖

+ 1 

𝐵AR
𝑖,𝑗

−
(
𝑃A

𝑖,𝑗
𝜆′

𝑖,𝑗
+
∑𝑀

𝑚
𝑃AA

𝑖→𝑚,𝑗
𝜆′

𝑖,𝑗

)+
1 

𝐵RV
𝑖,𝑗

− 𝜆′
𝑖,𝑗

, (3)

where

𝜆A
𝑖
=

∑
𝑗∈𝑖

𝑃 𝐴
𝑖,𝑗

𝜆𝑖,𝑗 +
∑

𝑚∈∖{𝑖}

∑
𝑗∈𝑚

𝑃 𝐴𝐴
𝑚→𝑖,𝑗

𝜆𝑚,𝑗 .

The total traffic arriving at the 𝑖th AN-MEC, 𝜆A
𝑖

, is comprised of the 
offloaded traffic from its RSU and the horizontal offloaded traffic 
from the RSUs of neighboring AN-MECs.

4. AN-MEC neighboring traffic: Hotspot traffic may overload all RSUs 
of the 𝑖th AN-MEC as well as the 𝑖th AN-MEC site. Some of the 
arrival traffic could be offloaded to AN-MEC neighbors with proba-

bility 𝑃AA
𝑖→𝑚,𝑗

. The differences in latency composition with AN-MEC 
traffic, this traffic also experiences propagation latency between 𝑖th 
AN-MEC site and its neighbor, 𝑚th AN-MEC site. So, the latency ex-

perienced by the traffic served at the 𝑚th AN-MEC site is formulated 
as

𝑙AA
𝑖→𝑚,𝑗

= 1 
𝐵VR

𝑖,𝑗
− 𝜆𝑖,𝑗

+ 1 

𝐵RA
𝑖,𝑗

−
(
𝑃A

𝑖,𝑗
𝜆𝑖,𝑗 +

∑𝑀

𝑚
𝑃AA

𝑖→𝑚,𝑗
𝜆𝑖,𝑗

)+
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Fig. 2. V2X with RSU notations. 

1 
𝜇A

𝑚
− 𝜆A

𝑚

+ 1 

𝐵AR
𝑖,𝑗

−
(
𝑃A

𝑖,𝑗
𝜆′

𝑖,𝑗
+
∑𝑀

𝑚
𝑃AA

𝑖→𝑚,𝑗
𝜆′

𝑖,𝑗

)+

1 
𝐵RV

𝑖,𝑗
− 𝜆′

𝑖,𝑗

+ 2 ×𝐷AA
𝑖↔𝑚

, (4)

where

𝜆A
𝑚
=

∑
𝑗∈𝑚

𝑃 𝐴
𝑚,𝑗

𝜆𝑚,𝑗 +
∑

𝑖∈∖{𝑚}

∑
𝑗∈𝑚

𝑃 𝐴𝐴
𝑖→𝑚,𝑗

𝜆𝑚,𝑗 .

5. Average V2X with RSU system latency: The average latency of ar-

rival traffic at the 𝑗th RSU of the 𝑖th AN-MEC can be determined by 
equations (1), (2), (3), and (4), and weighted by the arrival traffic 
at each site, which is expressed as

𝑙𝑖,𝑗 =
𝑙R
𝑖,𝑗

(
𝑃R

𝑖,𝑗
𝜆𝑖,𝑗

)
+
∑

𝑛∈𝑖∖{𝑗} 𝑙𝑅𝑅
𝑖,𝑗→𝑛

(
𝑃RR

𝑖,𝑗→𝑛
𝜆𝑖,𝑗

)
𝜆𝑖,𝑗

+ (5)

𝑙A
𝑖,𝑗

(
𝑃 𝐴

𝑖,𝑗
𝜆𝑖,𝑗

)
+
∑

𝑚∈∖{𝑖} 𝑙𝐴𝐴
𝑖→𝑚,𝑗

(
𝑃AA

𝑖→𝑚,𝑗
𝜆𝑖,𝑗

)
𝜆𝑖,𝑗

.

Finally, the system’s average latency is calculated by

𝑙 =
∑

𝑖 

∑
𝑗

𝜆𝑖,𝑗 × 𝑙𝑖,𝑗∑
𝑖

∑
𝑗 𝜆𝑖,𝑗

. (6)

3.3. V2X with RSU problem statement

Given some incoming traffic rates, including hotspot traffic in an 
RSU, the control plane of the V2X system determines the best offload-

ing ratio. The offloading ratio for each arriving traffic site is depicted 
in Fig. 2 which comprises traffic served, RSU, RSU neighbors, AN-MEC, 
and AN-MEC neighbors. The objective again is to minimize the aver-

age latency of the arrival traffic. We define the problem as follows: 
input: topology parameters are ,𝑖, and 𝑖,𝑗 ; distance between en-

tities 𝑑AA
𝑖1↔𝑖2

; capacity of the system includes 𝜇A
𝑖

, 𝜇R
𝑖,𝑗

, 𝐵RA
𝑖,𝑗

, 𝐵AR
𝑖,𝑗

, 𝐵RR
𝑖,𝑗↔𝑛

, 
𝐵VR

𝑖,𝑗
, and 𝐵RV

𝑖,𝑗
; arrival and response traffic 𝜆𝑖,𝑗 , 𝜆

′
𝑖,𝑗

; current sites and sys-

tem average latency 𝑙𝑖,𝑗 , 𝑙. The output is the offloading ratio 𝑃 R
𝑖,𝑗

, 𝑃 RR
𝑖,𝑗→𝑛

, 
𝑃 AA

𝑖,𝑗
, and 𝑃 AA

𝑖→𝑚,𝑗
.

For the problem described, the V2X architecture consists of two tiers 
of computing resources: RSU and AN-MEC. Each of the RSU and AN-

MEC sites is equipped with a number of servers with a total capacity of 
𝜇R

𝑖,𝑗
, 𝜇A

𝑖
. The vehicles are connected to the RSU via a wireless link with 

capacity for uplink and downlink communications, denoted by 𝐵VR
𝑖,𝑗

, and 
𝐵RV

𝑖,𝑗
. 𝑖 denotes a number of RSUs connected to the 𝑖th AN-MEC site. 

RSUs are interconnected through gigabit links, the capacity of which is 
represented by 𝐵RR

𝑗↔𝑛
. Because 𝐵RR

𝑗↔𝑛
is limited, we limit the horizontal 

offloading of RSUs to adjacent RSUs within the same AN-MEC. 𝑖,𝑗 is 
a set of 𝑗th RSU’s neighbors connected to 𝑖th AN-MEC site. The up-

link and downlink capacities of a communication link between RSU 
and AN-MEC are indicated by 𝐵RA

𝑖,𝑗
, 𝐵AR

𝑖,𝑗
. The propagation latency is 

not considered between RSUs and between RSU and AN-MEC because 
the distance between them is short, between one hundred meters and a 
unit of a kilometer. The propagation latency is considered between the 
AN-MEC sites because the distance between them 𝑑AA

𝑖1↔𝑖2
is large, ap-

proximately 10 to 30 km. We ignored the transmission latency between 
the AN-MECs because the links employ fiber optic with terabit capacity, 
which is large enough compared to the arrival traffic.

Arrival traffic, 𝜆𝑖,𝑗 , is generated by vehicles connected to the 𝑗th RSU 
site and the 𝑖th AN-MEC site. Arrival traffic can be handled locally at the 
arrival RSU site with the probability 𝑃 R

𝑖,𝑗
. An overloaded RSU could of-

fload some traffic horizontally to its neighbors with probability 𝑃 RR
𝑖,𝑗→𝑛

, 
vertically to a directly linked AN-MEC with probability 𝑃 A

𝑖,𝑗
, and verti-

cally to neighboring AN-MEC sites with probability 𝑃 AA
𝑖→𝑚,𝑗

. V2X employs 
single or multiple agents learning in a CO or AN-MEC, respectively. The 
learning agent, which is part of the control plane, uses SA and TD3 al-

gorithms to determine the optimal offloading decision to minimize the 
average system latency 𝑙.

4. Ratio-based offloading with TD3 and SA

4.1. TD3-based offloading

Algorithm 1: TD3 [9].

1 Initialize critic network 𝑄𝜃1
,𝑄𝜃2

and actor network 𝜋𝜙 with random 
parameters 𝜃1, 𝜃2, 𝜙𝑖; 

2 Initialize target networks, 𝜃′
1 ← 𝜃1, 𝜃

′
2 ← 𝜃2, 𝜙

′ ← 𝜙; 
3 Initialize replay buffer ; 
4 for t=1 to T do

5 select random action 𝑎𝑖 ∼ 𝜋𝜙(𝑠) + 𝜖, 𝜖 ∼ (0, 𝜎) and observe reward 
𝑟 and new state 𝑠′ ; 

6 Store transition tuple (𝑠, 𝑎, 𝑟, 𝑠′) in  ; 
7 Sample mini-batch of 𝑁 transition (𝑠, 𝑎, 𝑟, 𝑠′) from  ; 
8 �̃� ← 𝜋𝜙′ (𝑠′) + 𝜖, 𝜖 ∼ 𝑐𝑙𝑖𝑝( (0, �̃�),−𝑐, 𝑐) ; 

9 𝑦 ← 𝑟+ 𝛾

(
min
𝑖=1,2

𝑄𝜙𝑖

(
𝑠′, �̃�)

))
; 

10 Update critics 𝜃𝑖 ← argmin𝜃𝑖
𝑁−1∑(

𝑦−𝑄𝜃𝑖
(𝑠, 𝑎)

)2
; 

11 if t mod d then

12 Update actor parameter 𝜙 policy gradient: 
∇𝜙𝐽 (𝜙) = 𝑁−1 ∑∇𝑎𝑄𝜃1

(𝑠, 𝑎)|||𝑎=𝜋𝜙(𝑠)
∇𝜙𝜋𝜙(𝑠) ; 

13 Update target network:

14 𝜃′
𝑖
← 𝜏𝜃𝑖 + (1 − 𝜏)𝜃′

𝑖
; 

15 𝜙′ ← 𝜏𝜙+ (1 − 𝜏)𝜙′ ; 
16 end

17 end

Fig. 3 illustrates the TD3 structure, consisting of three primary el-

ements: environment, agent, and replay buffer. The offloading agent 
utilizes system information states 𝑠, such as computing and communi-

cation capacity, to determine the optimal offloading decision 𝑎, resulting 
in a high reward 𝑟 (indicative of low latency), thus altering the system 
condition to 𝑠′. The interactions history (𝑠, 𝑎, 𝑠′, 𝑟) is stored in the replay 
buffer  for the training process outlined in lines 4 to 17 of Algorithm 1.

The training process in the TD3 algorithm initiates with the actor net-

work 𝜋𝜙 taking the system state 𝑠 to produce a random action 𝑎, thereby 
transitioning the system state to 𝑠′ . These transactions are saved in  un-

til a sufficient number accumulates. The transition batches  are then 
sampled from , and the next action �̃� is predicted by feeding 𝑠′ into 
the actor target network 𝜋𝜙′ and augmenting it with exploration noise 
𝜖 to enhance learning stability. TD3 utilizes twin critic target networks 
to calculate Q-values, which are derived from the minimum of Q-values 
of twin critic targets multiplied by the discount factor 𝛾 and augmented 
by the current reward 𝑟 to mitigate overestimation.
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Fig. 3. TD3-based offloading structure. 

The target value 𝑦 is calculated as the sum of the current reward 𝑟
and the minimum of the Q-values of the twin-critic targets, scaled by 
the discount factor 𝛾 . Mathematically, it can be expressed as

𝑦 ← 𝑟+ 𝛾

(
min
𝑖=1,2

𝑄𝜙𝑖

(
𝑠′, �̃�)

))
. (7)

This target value 𝑦 serves as a reference for updating the critic models. 
The critic loss is then computed as the mean squared error (MSE) be-

tween the target 𝑦 and the Q-values predicted by the twin-critic models 
𝑄𝜃𝑖

(𝑠, 𝑎), facilitating the update of the critic models’ parameters 𝜃𝑖 using 
gradient descent. To maintain stability, the actor and twin-critic target 
networks are updated every 𝑑 iteration through soft updates, adjust-

ing their parameters (𝜙, 𝜃1, 𝜃2) by a fraction 𝜏 of their model weights. 
In particular, only a fraction of the parameters are updated at each it-
eration. Finally, the actor model is updated through the deterministic 
policy gradient method.

The subsequent subsections formulate the contexts of 𝑠, 𝑎, 𝑟 within 
the framework of V2X with RSU systems.

4.1.1. State

The offloading agent can be deployed either at a centralized 
cloud/CO linked to several base stations with AN-MECs or within each 
AN-MEC connected to multiple RSUs, forming a multi-agent system. This 
paper investigates the impact of single-agent and multi-agent optimiza-

tion on offloading. The distinction lies in the coverage area managed by 
the agent: a single-agent covers the entire V2X systems, accommodating 
large input and action sizes, whereas multiple agents reduce coverage, 
resulting in smaller input and action sizes.

The learning agent is trained using prior experiences. The memory 
buffer (memory) stores experiences in the form of state, action, next-

state, and reward (𝑠, 𝑎, 𝑠′, 𝑟). The agent will learn what is the best-action 
(offloading ratio) that should be taken given a particular environment’s 
state. The state represents the current system’s status, which is often de-

termined by monitoring system parameters such as traffic arrival rate, 
communication capacity, computation capacity, and system latency. 
The action will transition a state from 𝑠 to 𝑠′ with larger or smaller 

Table 3
Observable states of single and multi offloading agents.

Input Single-agent Multi-agent 
𝑇

{
𝜆𝑖,𝑗

}𝑀,𝑁𝑖

𝑖=1,𝑗=1, 
{

𝜆′
𝑖,𝑗

}𝑀,𝑁𝑖

𝑖=1,𝑗=1

{
𝜆𝑖,𝑗

}𝑁𝑖

𝑗=1, 
{

𝜆′
𝑖,𝑗

}𝑁𝑖

𝑗=1

𝐶
{
𝜇A

𝑖

}𝑀

𝑖=1 ,

{
𝜇R

𝑖,𝑗

}𝑀,𝑁𝑖

𝑖=1,𝑗=1
𝜇A

𝑖
,

{
𝜇R

𝑖,𝑗

}𝑁𝑖

𝑗=1

𝑁

{
𝐵RR

𝑖,𝑗↔𝑛
,𝐵RA

𝑖,𝑗

}𝑀,𝑁𝑖

𝑖=1,𝑗=1,{
𝐵AR

𝑖,𝑗
,𝐵VR

𝑖,𝑗
,𝐵RV

𝑖,𝑗

}𝑀,𝑁𝑖

𝑖=1,𝑗=1,

{
𝐵RR

𝑖,𝑗↔𝑛
𝐵RA

𝑖,𝑗

}𝑁𝑖

𝑗=1{
𝐵AR

𝑖,𝑗
,𝐵VR

𝑖,𝑗
,𝐵RV

𝑖,𝑗

}𝑁𝑖

𝑗=1,

𝐿
{
𝑙𝑖,𝑗

}𝑀,𝑁𝑖

𝑖=1,𝑗=1

{
𝑙𝑖,𝑗

}𝑁𝑖

𝑗=1

latency. The optimal action minimizes the average system latency and 
is rewarded positively.

The following states constitute the V2X system information: arrival 
and response traffic rate (𝜆𝑖,𝑗 , 𝜆

′
𝑖,𝑗

), computing resources (𝜇R
𝑖,𝑗

, 𝜇A
𝑖

), com-

munication resources (𝐵VR
𝑖,𝑗

, 𝐵RV
𝑖,𝑗

, 𝐵RR
𝑖,𝑗↔𝑛

, 𝐵AR
𝑖,𝑗

, 𝐵RA
𝑖,𝑗

), system latency 
(𝑙𝑖,𝑗 ). State arrays are constructed from the states and can be used as 
inputs to policy and Q-value networks.

Table 3 presents a comparison of observable system states between 
single and multi-offloading agents in the V2X with RSU system. 𝑇 de-

notes a set of arrival and response traffic rates for all vehicles. 𝐶 rep-

resents arrays that contain information on computing capabilities in 
vehicles, RSU sites, and AN-MECs. Similarly, 𝑁 is an array that con-

tains information on the capacity of communication links, which varies 
over time in response to traffic arrival and response rates. 𝐿 denotes the 
average latency across all sites. 𝑇 ,𝐶,𝑁 , and 𝐿 are combined to form 
the environment state,

𝑠 = [𝑇 ,𝐶,𝑁,𝐿] . (8)

4.1.2. Action

Action represents the offloading ratio at V2X with RSU which de-

rives some probability of offloaded traffic destinations formulated as 
local RSU (𝑃 R

𝑖,𝑗
), RSU neighbors (𝑃 RR

𝑖,𝑗→𝑛
), AN-MEC (𝑃 A

𝑖,𝑗
), and AN-MEC 

neighbors (𝑃 AA
𝑖→𝑚,𝑗

). The total load ratio of each arrival traffic rate at 
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Fig. 4. Multi-agent TD3 structure. 

𝑗th RSU of 𝑖th AN-MEC site is one, 𝑃 R
𝑖,𝑗

+
∑

𝑛∈𝑖∖{𝑗} 𝑃 RR
𝑖,𝑗→𝑛

+ 𝑃A
𝑖,𝑗

+∑
𝑚∈∖{𝑖} 𝑃 AA

𝑖→𝑚,𝑗
= 1. The action set, which is a product of the actor’s 

network, is denoted by

𝑎 =
{

𝑃 R
𝑖,𝑗

, 𝑃 RR
𝑖,𝑗→𝑛

, 𝑃A
𝑖,𝑗

, 𝑃 AA
𝑖→𝑚,𝑗

,∀𝑛 ∈𝑖∖{𝑗},∀𝑚 ∈∖{𝑖}
}𝑀,𝑁𝑖

𝑖=1,𝑗=1
(9)

for single-agent TD3 which the agent is hosted in a centralized CO con-

nected to some AN-MEC sites. In multi-agent TD3, each agent is hosted 
at an AN-MEC site and is only responsible for offloading decisions that 
belong to the 𝑖th AN-MEC, which includes all RSU sites connected to it,

𝑎 =
{

𝑃 R
𝑖,𝑗
;𝑃 RR

𝑖,𝑗→𝑛
;𝑃A

𝑖,𝑗
;𝑃 AA

𝑖→𝑚,𝑗
,∀𝑛 ∈𝑖∖{𝑗},∀𝑚 ∈∖{𝑖}

}𝑁𝑖

𝑗=1
. (10)

4.1.3. Reward

We do not train the agent by creating a best-action direction using 
labeled data, but rather by generating a reward signal to represent the 
quality of the action taken. A positive reward is assigned to actions that 
contribute to achieving the system’s objectives, while actions that do 
not are penalized with a negative reward. The objective of RL is to max-

imize this reward. Given that the goal of offloading optimization is to 
minimize average latency, the reward for an action taken at time 𝑡 is 
defined as

𝑟 = 1
𝑙
, (11)

where 𝑙 is derived from equation (6).

4.1.4. Multi-agent structure

The agent utilizes Neural Networks (NN) for actor models, actor tar-

gets, twin critic models, and twin critic targets, interacting with the en-

vironment during execution to determine the offloading ratio using the 
actor model. The history of the interaction is stored in the replay buffer 
as tuples of state, action, subsequent state, and reward (𝑠𝑡, 𝑎𝑡, 𝑠

′, 𝑟). TD3 
combines value and policy approaches, optimizing actor model parame-

ters for the best offloading decision and producing Q-values for expected 
returns with critic models. Twin-critic models prevent Q-value overes-

timation, updating policy parameters using gradient descent. The actor 
and critic targets remain constant for some iterations for stable learning. 
Additionally, this study compares single-agent and multi-agent RL, eval-

uating large systems with a single agent and small systems with multiple 
agents, with differences in the observation state and action space each 
agent collects.

In the execution time, as depicted in Fig. 4, the policy network of a 
multi-agent RL (𝜋) observes the environment locally to determine a local 
offloading ratio (offloading ratio of an MEC site). All offloading agents’ 
policies and Q-value networks will be updated via a training procedure 
incorporating global system data. This global information consists of the 
previous data of all agents, which is stored in a replay buffer. An offload-

ing agent must determine the offloading ratios for all MEC sites after 
observing the global environment state in single-agent RL. This requires 

Fig. 5. Ratio-based offloading actor model. 

a large input space from the global observation and a large action space 
for all MEC sites’ offloading ratios. Like multi-agent RL, single-agent pol-

icy and Q-value networks are trained using previous data collected in a 
replay buffer.

To minimize the system latency 𝑙, V2X with RSU offloading agent 
determines the optimal offloading decision. The objective is then ex-

pressed as a reward function of the RL environment, as illustrated by 
equation (11). The TD3 algorithm employed by the offloading agent 
maximizes the system’s reward. 

As illustrated in Fig. 3, each V2X agent with RSU offloading uses 
six NNs for two actor networks (model and target) and four critic net-

works (twin models and twin targets). The actor model is responsible 
for determining the optimal offloading ratio. This ratio includes both 
the destination of the offloaded traffic (vertical and horizontal direc-

tions) and the amount of traffic that will be offloaded. The offloading 
ratio in a single-agent environment is expressed by equation (9). While 
the offloading ratio for multiple agents is given by equation (10).

Since ratio-based offloading is considered in V2X with RSU, the Soft-

max activation function is used for policy or actor networks. The output 
of the Softmax function is a categorical distribution that classifies the in-

put. In our case, the class denotes the destination for offloading. While 
a class’s confidence ratio represents the offloading ratio to an RSU/AN-

MEC site, Fig. 5 depicts the structure of actor networks for single-agent 
and multi-agent RL. In the execution phase, the single-agent actor net-

work uses the global state, as defined by equation (8), as input to de-

termine the global action, which consists of the offloading ratio of all 
offloading destinations. To compute the local offloading ratio at -MEC 
site, a multi-agent actor network utilizes local state information about 
entities that may become the offloading destination for the 𝑗th RSU task. 
Because they are not the offloading destination, an agent does not need 
to maintain information on another RSU belonging to another AN-MEC. 
The input and output space of the multi-agent actor’s network is smaller 
than that of the single-agent actor’s network.

4.2. SA-based offloading

SA is a global optimization technique inspired by metallurgical an-

nealing. SA avoids local optima that may occur in the Genetic and 
Particle-Swarm algorithms by allowing for certain, less desirable solu-

tions in a controlled manner via probability [50].

Algorithm 2 dictates the decision-making process of the offloading 
agent in each RSU, optimizing the offloading ratio based on the initial 
observable states, such as system state/information (𝑠). The algorithm 
begins by defining an initial action (𝑎) and calculating the corresponding 
reward (𝑟), to minimize the average latency experienced by UEs.

During each iteration, a new action (𝑎𝑛𝑒𝑤) is selected. This selection 
involves transferring a random fraction of tasks, multiplied by a prede-

termined step size (𝛼), from the source RSU site to a randomly chosen 
MEC site. Subsequently, the performance of the new solution (𝑟𝑛𝑒𝑤) is 
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Algorithm 2: Simulated Annealing.

Input: system observable states (𝑠)

Result: optimized offloading ratio 𝑎
1 Initialize action: randomly generate offloading ratio 𝑎; 
2 Initialize reward: 𝑟= 𝑓 (𝑠, 𝑎); 
3 Initialize parameters: temperature 𝑇 , Boltzmann’s constant 𝑘, reduction 

factor 𝑐; 
4 for each AN-MEC site (𝑀) do

5 for each RSU site (𝑁𝑖) do

6 for each temperature iteration (𝑅) do

7 for each neighbor to visit (𝑆) do

8 Select a new action 𝑎𝑛𝑒𝑤 = 𝑓 (𝑎, 𝛼); 
9 𝑟𝑛𝑒𝑤 = 𝑓 (𝑠, 𝑎𝑛𝑒𝑤); 

10 if 𝑟𝑛𝑒𝑤 > 𝑟 then

11 𝑟 = 𝑟𝑛𝑒𝑤; 
12 𝑎 = 𝑎𝑛𝑒𝑤𝑎𝑛𝐴𝑁 ; 
13 else

14 Δ𝑟 = 𝑟𝑛𝑒𝑤 − 𝑟; 
15 𝑟𝑎𝑛𝑑 ← random(0,1); 
16 if 𝑟𝑎𝑛𝑑 <

1 
𝑒

( Δ𝑟 
𝑘𝑇

) then

17 𝑟 = 𝑟𝑛𝑒𝑤 ; 
18 𝑎 = 𝑎𝑛𝑒𝑤; 
19 else

20 𝑟 = 𝑟; 
21 𝑎 = 𝑎; 
22 end

23 end

24 end

25 Decrease the temperature periodically: 𝑇 = 𝑐 × 𝑇 ; 
26 end

27 end

28 end

compared to that of the previous solution (𝑟), with Δ𝑟 = 𝑟𝑛𝑒𝑤 − 𝑟. If the 
previous solution proves superior, it is retained; otherwise, the new so-

lution is selected with a probability determined by equation (12):

1 

𝑒

(
Δ𝑟 
𝑘𝑇

) (12)

where 𝑘 and 𝑇 denote Boltzmann’s constant and temperature, respec-

tively.

If the result of equation (12) exceeds a random float between (0,1), a 
poor decision can be made. Otherwise, the previous solution is preserved 
if it is superior to the new one. SA is more likely to accept a suboptimal 
solution at high temperatures and is less likely to accept a suboptimal 
solution at low temperatures [51].

5. Simulations and results

5.1. Simulation setup and experimental settings

V2X with RSU is a system with hundreds to thousands of computing 
and communication resources. The cost of constructing a testbed for of-

floading optimization research is expensive. Since the primary purpose 
of the proposal is to compare traditional optimization with RL-based of-

floading techniques, simulation may be a more cost-effective option to 
create a testbed. In addition, the real network control plane utilizes net-

work abstractions comparable to simulation models and optimization 
techniques based on these abstractions.

The simulation environment is written in Python and runs on a 
Core i7 10th gen processor with 16 GB RAM and an RTX2060s GPU. 
Table 4 details the simulation parameters, classified as topology, RAN 
and site capacities, and traffic. The topology settings are designed to ap-

proximate real system implementations, considering factors such as the 
distances between entities, and computing and communication capac-

ities. Entities are distributed in an area using a geographic coordinate 
sampling application (https://epitools.ausvet.com.au/rgcs). Link capac-

ity in packets/s is calculated by dividing the bandwidth by 𝑝. Ten ex-

periments were conducted for each scenario and algorithm. Each TD3 
iteration comprised 10,000 episodes with 10 steps each, representing 
various states of system utilization. The SA iteration depends on the 
number of AN-MECs, RSUs, temperatures 𝑀 , and neighbors visited 𝑁 .

Table 5 and Table 6 detail the settings for the SA and TD3 algo-

rithms, with Optuna used to optimize these settings [52]. Offloading 
agents are implemented in Python and employ random, SA, and TD3 al-

gorithms. We used the Python random library to generate the offloading 
agents for the random algorithm. We examine the impact of the system 
size on the number of agents and the above-mentioned algorithms using 
various numbers of AN-MEC sites.

5.2. Preliminary comparison of reinforcement learning algorithms

For the preliminary analysis, we compared RL algorithms for contin-

uous search space problems such as DDPG, SAC, and TRPO in the context 
of V2X with RSU ratio-based offloading optimization. Fig. 6a compares 
the performance of four RL algorithms—TD3, DDPG, SAC, and TRPO—

on an offloading optimization task. TD3 shows superior performance, 
converging to higher rewards with a better learning rate, due to its use 
of two critics to mitigate overestimation bias. SAC performs stably with 
minimal variance, maintaining a consistent reward level throughout. 
DDPG, while highly unstable early on, improves over time and eventu-

ally surpasses SAC, making it suitable for tasks that can tolerate initial 
instability in favor of higher long-term rewards. TRPO, though slow to 
improve, reaches a final reward level comparable to SAC and DDPG, 

Table 4
Parameter setting.

Parameters Notations Values 
Topology:

Number of AN-MEC sites 𝑀 1,2,3,4,5 
Number of RSU sites at 𝑖th AN-MEC 𝑁𝑖 9 
Number of vehicles at 𝑗th RSU of 𝑖 AN-MEC 𝑉𝑖,𝑗 {10 ≤ 20},{20 ≤ 30},{30 ≤ 40},{40 ≤ 50}
Total number of sites 𝑀(𝑁𝑖) 10, 20, 30, 40, 50 
Distance between AN-MECs 𝑑AA

𝑖↔𝑚
≈ 30km − 60km

RAN capacity:

Uplink, downlink on RSUs site 𝐵VR
𝑖,𝑗

,𝐵RV
𝑖,𝑗

10 Gbps 
Bandwidth between RSUs 𝐵RR

𝑖,𝑗↔𝑛
10 Gbps 

Uplink, downlink between RSU and AN-MEC 𝐵RA
𝑖,𝑗

,𝐵AR
𝑖,𝑗

10 Gbps

Site capacity:

AN-MEC site 𝜇A
𝑖

30 × 104𝑃𝑎𝑐𝑘𝑒𝑡𝑠∕𝑠
RSU 𝜇R

𝑖,𝑗
3 × 104𝑃𝑎𝑐𝑘𝑒𝑡𝑠∕𝑠

Traffic:

Normal traffic rate 𝜆𝑖,𝑗 {10 ≤ 100}
Packet size p 1Kb (request), 10 Kb (response) 
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Fig. 6. Comparison of RL-Based Algorithms for Ratio-Based Offloading Optimization in V2X. 

Table 5
SA algorithm settings.

Parameters Value 
Initial temperature (𝑇 ) 5000 
Number of temperatures (𝑅) 300 
Neighbors to visit at a temp. (𝑆) 30 
Cooling parameter (𝑐) 0.85 
Search step (𝛼) 0.1 

Table 6
TD3 algorithm settings.

Parameters Value 
Actor and Critic networks parameters

Number of hidden layer 2 
Number of head layer 3 
Activation function Softmax 
Input Actor network Current observation 
Output of the Actor Offloading ratio 
Input Critic networks Batch states and actions 
Output of the Critics Q-value

Training parameters

Optimizer ADAM 
Batch size 32 
Exploration noise 0.1 
Discount (𝛾) 0.99 
Tau (𝜏) 0.005 
Policy noise (𝜖) 0.05 
Noise clip 0.5 
Policy frequency 4

Experiment setups

Number of episodes 10000 
Number of steps each episode 10 
Number of experiments 10 

indicating it is better suited for tasks prioritizing stability over rapid 
optimization.

The analysis of RL algorithms’ scalability (TD3, TRPO, DDPG, and 
SAC) in Figs. 6b, 6c, and 6d reveals key insights as the number of MEC 
sites increases. TD3 consistently achieves the highest rewards up to 50 
MEC sites, with a peak reward of 1.66, but experiences a sharp decline 
to 0.31 at 80 sites and 0.15 at 100 sites. This drop is due to the increas-

ing complexity of the state and action space, as the growing number 
of sites expands the capacity and latency information fed to the actor 
and critic networks, while the action space also scales. The actor net-

work, using a Softmax output, must adjust to the higher-dimensional 
action space where each output element represents the ratio of traffic 
offloaded to a site, complicating optimization. SAC exhibits a similar 
pattern, peaking at 1.62 at 50 sites but dropping to 0.19 at 100 sites, 
indicating that both algorithms struggle with scalability as the number 
of MEC sites increases. In contrast, DDPG peaks unexpectedly at 1.52 
at 30 sites, only to plummet to 0.01 by 80 sites, due to its single-critic 
structure, which makes it prone to overfitting and less capable of manag-

ing the increasing complexity of the state-action space. TRPO, though 
slower to improve, reaches comparable rewards to SAC and DDPG at 
higher site counts (approximately 0.42 at 80 and 100 sites), suggest-

ing that while its conservative policy updates may slow progress, it may 
better accommodate the complexities of larger environments.

When evaluating decision time (Fig. 6c), TRPO exhibits inefficiency 
with a significant spike to 0.037 ms at 80 sites, indicating that its 
decision-making process struggles with scalability due to the complex-

ity of updating its policy structure as the action space increases. In 
contrast, TD3, SAC, and DDPG show more consistent and predictable in-

creases in decision time, with SAC having the lowest values at higher site 
counts (e.g., 0.015 ms at 100 sites). However, the differences between 
TD3, SAC, and DDPG remain minor, suggesting that all three algorithms 

Vehicular Communications 51 (2025) 100862 

10 



W. Yahya, Y.-D. Lin, F. Marzuk et al. 

Fig. 7. Decision time. 

maintain reasonable efficiency in real-time decision-making even as the 
number of MEC sites increases.

Finally, in terms of convergence time (Fig. 6d), TD3 exhibits rel-

atively low convergence times, even with increasing site counts (e.g., 
2325 s at 100 sites), making it more practical in terms of training ef-

ficiency. SAC, however, shows dramatically longer convergence times, 
especially beyond 50 sites (e.g., 34159 s at 100 sites), indicating that 
its training complexity grows significantly with scalability. DDPG and 
TRPO also show longer convergence times at higher site counts, though 
TRPO manages better than DDPG in environments with a larger number 
of sites. This indicates that while SAC and TD3 have strengths in deci-

sion time, their convergence time makes TD3 a better choice overall in 
large-scale scenarios where faster training is critical.

5.3. Evaluation of SA and TD3 for ratio-based offloading in V2X systems 
with RSU

The experimental results are organized to address the following key 
aspects: decision time, convergence time, decision quality, and offload-

ing with unknown parameters, comparing RL and SA in each case, as 
well as the comparison between single-agent and multi-agent offload-

ing.

5.3.1. Decision time

Decision time refers to the duration an agent needs to determine an 
offloading action. As a control plane component, the offloading agent 
must forward traffic or tasks within seconds to accommodate fluctuating 
traffic arrival rates. This study compares the decision times of TD3, SA, 
and random-based algorithms in determining the offloading ratio.

As illustrated in Fig. 7, SA required 602 to 20,421 seconds to cal-

culate the offloading ratio for a V2X system with 10 to 50 sites using 
exhaustive searching. This decision time far exceeds the control plane’s 
requirements. In contrast, single-agent and multi-agent TD3 could map 
the input to an offloading ratio within 4 to 24 milliseconds and 0.8 
to 3 milliseconds, respectively, for V2X systems with 10 to 50 sites. 
This meets control plane requirements and is five orders of magnitude 
faster than SA. TD3-based agents can simultaneously decide and train 
the offloading model, using neural networks to map the information 
of the system to the offloading ratio. A random agent, employing a 
random-based algorithm, decided the offloading ratio within 46 to 95 
microseconds. However, due to its random nature, it can assign traffic 
to a site with insufficient capacity.

We compared the three algorithms on various scales of the system, af-

fecting the input and output sizes, as shown in Fig. 8 a and b. In Fig. 8a, 
the state represents the information of the V2X system, including the 
communication and computation capacity, which is used by the agent 
as input to decide the best action in the form of offloading ratios. Multi-

Fig. 8. State and action space comparison. 

agent systems consider local environment states within an AN-MEC site 
to decide an action, thereby showing the least input size.

Fig. 8b shows the agent action size, which represents the offload-

ing ratio. This ratio describes the proportion of traffic offloaded to RSU 
and AN-MEC sites. In a single-agent setup, placed in the CO, the agent 
decides the offloading ratio for all RSUs. Conversely, in a multi-agent 
setup, each agent is collocated with an AN-MEC and decides the offload-

ing ratio for all RSUs within an AN-MEC site. This configuration results 
in smaller output sizes for multi-agents. The smaller input and output 
sizes of the multi-agent system also contribute to significantly reduced 
decision times, approximately one order of magnitude lower than the 
single-agent system.

5.3.2. Convergence time

Convergence time is the amount of time required for an algorithm to 
produce optimal results with the lowest average latency. Fig. 9 depicts a 
comparison of the convergence time between SA and TD3. In the begin-

ning, the TD3-agent utilized weightedan ANng because depending on a 
random float to determine the initial offloading ratio would require a 
momentous time to converge.

As illustrated in Fig. 9, TD3’s convergence time is one order of mag-

nitude faster than that of SA due to the model’s pre-training using 
weighted-based offloading. Single-agent and multi-agent systems TD3 
required 283 and 89 seconds, respectively, to converge in the V2X sys-

tem with 10 sites and 764 and 178 seconds with 50 sites. In contrast, 
SA required 2,205 and 20,421 seconds to converge in systems with 10 
and 50 sites, respectively.
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Fig. 9. Convergence time. 

The SA runs for each AN-MEC (𝑀), and for each base station, the 
algorithm visits each RSU (𝑁). Inside, it runs for 𝑅 iterations (tempera-

ture decreases), and for each iteration, it performs 𝑆 neighbor searches. 
Each search involves capacity evaluation and residual capacity calcu-

lations, which are linear in the number of RSUs and AN-MECs. Thus, 
the overall time complexity is 𝑂(𝑀 × 𝑁 × 𝑅 × 𝑆 × (𝑀 + 𝑁)), simpli-

fied to 𝑂(𝑀 ×𝑁2 ×𝑅×𝑆) when considering the dominant terms. This 
complexity reflects the combinatorial nature of the offloading decision 
problem and the iterative nature of the simulated annealing process. The 
SA’s convergence time increased significantly as the number of sites in-

creased. TD3-based offloading uses NN, whose complexity depends on 
the number of inputs 𝑛, epochs 𝑡, and the number of hidden layers 𝑘. 
Within the NN layer, there is a matrix multiplication with a complex-

ity of 𝑚3, where 𝑚 is the size of the matrices that are multiplied. The 
complexity of NN training is 𝑂(𝑛𝑡(𝑘𝑚3)) or 𝑂(𝑛𝑡(𝑚3)) if the constant 
𝑘 is removed. The NN operation has a linear relationship with the in-

put 𝑛. As depicted in Fig. 9, the decision time of the TD3 offloading 
agent increased slightly as the number of sites increased. In this study, a 
weighted-based offloading algorithm is used instead of the random ac-

tion typically used by the RL algorithm in the initial training iterations 
to collect experience data.

5.3.3. Decision quality

The performance of the offloading agent is measured by the average 
latency, defined as the time it takes for all traffic sent by vehicles to re-

ceive a response. To measure the agent’s performance, we defined four 
arrival traffic scenarios. Each scenario consists of a different number of 
vehicles that generate traffic to the RSU. We do not impose decisions on 
vehicles since they have limited resources, and determining the offload-

ing ratio involves energy-intensive environmental monitoring. In this 
instance, the environment data are fairly broad and include fog (RSU) 
and edge information (AN-MEC).

Fig. 10 compares the performance of SA and TD3-based offloading 
agents. The SA that performs extensive searching has the highest per-

formance, requiring 0.18 and 0.32 seconds to serve 10-20 and 40-50 
vehicles, respectively. Single-agent TD3 had an average latency of 0.26 
ms and 0.5 ms for serving 10-20 and 40-50 vehicles, respectively. In 
comparison, multi-agent TD3 had a lower average latency of 0.22 ms 
and 0.45 ms for the same vehicle ranges.

The average latency of the single-agent and multi-agent TD3 is only 
0.2 and 0.1, greater than that of the SA. Due to their low propagation 
delay, nearby available resources are more likely to be offloaded than 
distant ones. The multi-agent TD3 that utilizes local data is more effi-

cient than the single-agent TD3 that utilizes global data. An offloading 
agent may not require specific information, such as information on a re-

mote RSU site. This useless feature is eliminated, making the training 
process more efficient and producing better outcomes than single-agent 
TD3.

To train the TD3 models, the multi-agent utilized a centralized re-

play buffer. Fig. 11 compares the performance of the multi-agent using a 

Fig. 10. Offloading performance. 

Fig. 11. Single vs. multi-buffer performance. 

centralized replay buffer with those using single-replay and multi-replay 
buffers. Using multi-replay buffers in the multi-agent system introduces 
unknown information from traffic offloaded from other agent coverage, 
such as traffic from other AN-MEC sites. As the number of sites in-

creases, the unknown information also increases, resulting in degraded 
performance. Fig. 11 illustrates that using multi-replay buffers causes 
the performance of the multi-agent to degrade by almost half compared 
to using a single buffer.

Fig. 12 shows the traffic distributions for all offloading agents. When 
the number of vehicles increased, more traffic is directed to AN-MEC 
sites by SA and multi-agent TD3. In terms of computing latency, a cen-

tralized large capacity such as AN-MEC outperforms a distributed with 
small capacity such as RSU [53]. SA, with the best performance, directed 
52% traffic to AN-MEC sites, and 48% is served in RSUs in serving 40-50 
vehicles. With a ratio of 66%:34%, single-agent TD3 sent a large amount 
of traffic to RSUs. In contrast, multi-agent TD3 sent a high proportion of 
traffic to AN-MEC sites (36%:64%). In this optimization, directing traf-

fic to upper tiers will increase propagation latency, while directing a 
high volume of traffic to lower tiers increases computation latency due 
to the lower capacity of the bottom tier. Finding the correct balance of 
referred traffic leads to optimal performance.

The RSU has a capacity that is ten times smaller than that of the AN-

MEC. As a result, when vehicle traffic is directed to the RSU, it quickly 
becomes occupied, resulting in a low horizontal offloading ratio (H-R), 
as shown in Fig. 13. The horizontal offloading between RSUs is less than 
10%. For single-agent TD3, the percentage of traffic served at the arrival 
RSU (V-R) is 45%, while it is 47% for multi-agent TD3 and 29% for SA. 
However, AN-MEC sites are preferred due to their higher capacity, prox-

imity to users, and centralization, and therefore, the total traffic served 
at AN-MEC sites managed by SA and multi-agent TD3 is higher than 
at RSU sites. This traffic includes both vertical (V-AN) and horizontal 
(H-AN) offloading to AN-MEC sites.
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Fig. 12. Traffic distribution. 

Fig. 13. Offloading ratio. 

5.3.4. Decision with unknown information

The agent may encounter unknown information, such as fluctuating 
heavy traffic when trained on light traffic. When the environment state 
changes, conventional optimization recalculates the offloading decision. 
Fig. 14 shows the responsiveness to traffic fluctuations. In Fig. 14a, the 
TD3 model trained on light traffic handles heavy traffic fluctuations, 
whereas in Fig. 14b, the TD3 model trained on heavy traffic manages 
incoming light traffic.

The model trained to handle heavy traffic is more transferable to 
light traffic than the model trained to handle light traffic to heavy traf-

fic. 14a demonstrates the failure of the light traffic model of single-agent 
and multi-agent TD3 to handle heavy arrival traffic. The latency gap be-

tween the correct model and the light model is up to 0.28 milliseconds.

In contrast, the decision made by the model trained by heavy traffic 
had better performance than the original one, shown in 14b of single-

agent TD3. Serving heavy arrival traffic from 30-40 vehicles and 40-50 
vehicles, the performance of the multi-agent TD3 model trained with the 
heavy model is essentially equal to that of the model trained with the 
specified arrival rate. However, when the model is applied to low arrival 
rates with 10-20 and 20-30 vehicles, it performs worse than the correct 
model. This may be due to the different traffic patterns caused by the 
random number of vehicles that generate traffic to specific locations.

6. Conclusion

In the V2X with the RSU system, an AN-MEC placed at the base sta-

tion could extend the RSU to create a two-tier fog-edge architecture. 
Offloading is important for distributing arriving traffic within the system 
and reducing the average delay. Offloading was addressed as a control 
plane problem with a short decision time to accommodate hotspot traf-

fic. TD3 with NN to map the input to offloading ratio has a decision time 
of unit milliseconds, which is five orders of magnitude faster than SA. 
The latter takes 602 to 20,421 seconds to determine the offloading ratio, 

Fig. 14. Effect of fluctuating traffic to the agent model. 

which may be too slow for future traffic. Single-agent TD3 decides the 
offloading ratio in 4 to 24 milliseconds for systems with 10 and 50 sites, 
respectively. Multi-agent TD3, with smaller input and output, has even 
faster decision times of 1 and 3 milliseconds. In all traffic scenarios, the 
average latency experienced by the arrival traffic using SA was 0.18 to 
0.32 milliseconds. By initial training using weighted-based offloading, 
TD3 can approximate SA’s performance. The average latency for single-

agent TD3 was 0.26 to 0.5 milliseconds, while that of multi-agent TD3 
was 0.22 to 0.45 milliseconds. In TD3-based agents, the model trained 
by heavy traffic is more adaptable to other traffic patterns. Most of the 
traffic was forwaran ANites, which are more centralized, have greater 
capacity than RSU, and are also closer to users (vehicles). Due to the 
small capacity of the RSU, the horizontal offloading ratio between them 
is also modest.

For future work, addressing the longer convergence times in early 
iterations of RL by incorporating imitation learning could streamline 
the process. Furthermore, validating these models through real testbed 
experiments will be crucial to assessing their practical efficacy in V2X 
scenarios. Exploring the impact of power consumption on offloading 
strategies and integrating it as a key metric will enhance the sustain-

ability and efficiency of V2X systems.
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